




























































































































































































































































STRUCTURE OF A NAMED VOLUME 

TOTAL$BLKS 

POINTR(40) 

THIS$SIZE 

RESERVED$A 

CHK$SUM 

A-14 

Total number of volume blocks used by this file, including indirect 
block overhead. A volume block is a block of data whose size is the 
same as the volume granularity. All memory in the volume is 
divided into volume blocks, which are numbered sequentially, 
starting with the block containing the smallest addresses (block 0). 
Indirect blocks are discussed later in this section. 

A group of BYTES on which the following structure is imposed: 

PTR(8) STRUCTURE ( 
NUM$BLOCKS WORD, 
BLK$PTR(3) BYTE); 

This structure identifies the data blocks of the file. These data 
blocks may be scattered throughout the volume, but together they 
make up a complete file. If the file is a short file (bit 1 of the 
FLAGS field is set to zero), each PTR structure identifies an actual 
data block. In this case, the fields of the PTR structure contain the 
following: 

NUM$BLOCKS 

BLK$PTR(3) 

Number of volume blocks in the data block. 

A 24-bit value specifying the number of the 
first volume block in the data block. Volume 
blocks are numbered sequentially, starting 
with the block with the smallest address 
(block 0). The bytes in the BLK$PTR array 
range from least significant (BLK$PTR(O)) 
to most significant (BLK$PTR(2)). 

If the file is a long file (bit 1 of the FLAGS field is set to one), each 
PTR structure identifies an indirect block (possibly consisting of 
more than one contiguous volume block), which in turn identifies 
the data blocks of the file. In this case, the fields of the PTR 
structure contain the following: 

NUM$BLOCKS Number of volume blocks pointed to by the 
indirect block. 

BLK$PTR(3) A 24-bit volume block number of the indirect 
block. 

Indirect blocks are discussed later in this section. 

Size, in BYTES, of the total data space allocated to the file. This 
figure does not include space used for indirect blocks, but it does 
include any data space allocated to the file, regardless of whether 
the file fills that allocated space. 

Reserved field, set to zero. 

Contains a checksum value for the fnode. 
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ID$COUNT 

ACC(9) 

PARENT 

AUX(*) 

STRUCTURE OF A NAMED VOLUME 

Number of access-ID pairs declared in the ACC(9) field. 

A group of BYTES on which the following structure is imposed: 

ACCESSOR(3) STRUCTURE ( 
ACCESS 
ID 

BYTE, 
WORD) ; 

This structure contains the access-ID pairs that define the access 
rights for the users of the file. By convention, when a file is created, 
the owner's ID is inserted in ACCESSOR(O), along with the code 
for the access rights. The fields of the ACCESSO R structure 
contain the following: . 

ACCESS 

ID . 

Encoded access rights for the file. The 
settings of the individual bits in this field 
grant (if set to one) or deny (if set to zero) 
permission for the corresponding operation. 
Bit 0 is the rightmost bit. 

Data File Directory 
Bit Operation Operation 

o delete delete 
1 read list 
2 append add entry 
3 update change entry 
4-7 reserved (must be 0) 

ID of the user who gains the corresponding 
access permission. 

Fnode number of directory file that lists this file. For files initially 
present on the volume, this parameter is important only for the root 
directory. For the root directory, this parameter should specify the 
number of the root directory's own fnode. For other files (fnode 
file, volume free space map file, free fnodes map file, bad blocks file, 
volume label) the I/O System does not examine this field. 

AuxHiary BYTES associated with the file. The named file driver 
does not interpret this field, but the user can access it by making 
GET$EXTENSION$DATA and SET$EXTENSION$DATA system 
calls. The size of this field is determined by the size of the fnode, 
specified in the iRMX Volume Label. If you use the Human 
Interface FORMAT command or create your own utility to format a 
volume, you can make this field as large as you wish; however, a 
larger AUX field implies slower file access. 

Certain fnodes designate special files that appear on the volume. The following sections 
discuss these fnodes and the associated files. 
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A.4.2 Fnode 0 (Fnode File) 

The first fnode structure in the fnode file describes thefnode file itself. This file contains 
all the fnode structures for the entire volume. It must reside in contiguous locations in the 
volume. The fields of fnode 0 must be set as follows: 

• The bits in the FLAGS field are set to the following (bit 0 is the rightmost bit): 

Bit Value Description 

0 1 Allocated file 
1 0 Short file 
2 1 Primary fnode 
3-4 0 Reserved bits 
5 0 Initial status is unmodified 
6 0 File will not be deleted 
7-15 0 Reserved bits 

• The TYPE field is set to Ff$FNODE. 

• The GRAN field is set to 1. 

• The OWNER field is set to the ID of the user who formatted it. 

• The CR$TIME, ACCESS$TIME, and MOD$TIME fields are set to the time the 
system was formatted. 

• Since the iRMX Volume Label specifies the size of an individual fnode structure and 
the number of fnodes in the fnode file, the value specified in the TOTAL$SIZE field of 
fnode 0 must equal the product of the values in the FNODE$SIZE and MAX$FNODE 
fields of the iRMX Volume Label. . 

• The TOTAL$BLOCKS field specifies enough volume blocks to account for the 
memory listed in the TOTAL$SIZEJield. The product of the value in the 
TOTAL$BLOCKS field and the volume granularity equals the value of the 
THIS$SIZE field, since the fnode file is a short file. 

• Since the fnode file must reside in contiguous locations in the volume, only one PTR 
structure describes the location of the file. The value in the NUM$BLOCKS field of 
that PTR structure equals the value in the TOTAL$BLOCKS field. The BLK$PTR 
field indicates the number of the first block of the fnode file. 

• The ID$COUNT field is set to ~ne .. 
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A.4.3 Fnode 1 (Volume Free Space Map File) 

The second fnode, fnode 1, describes the volume free space map file. The TYPE field for 
fnode 1 is set to Ff$VOLMAP to designate the file as such. 

The volume free space map file keeps track of all the space on the volume. It is a bit map 
of the volume, in which each bit represents one volume block (a block of space whose size 
is the same as the volume granularity). If a bit in the map is set to one, the corresponding 
volume block is free to be allocated to any file. If a bit in the map is set to zero, the 
corresponding volume block is already allocated to a file. The bits of the map correspond 
to volume blocks such that bit n of byte m represents volume block (8 * m) + n. The bits in 
the remaining space allocated to the map file (those that do not correspond to actual 
blocks of memory) must be set to zero. 

When the volume is formatted, the volume free space map file indicates that the first 3328 
bytes of the volume (the label and bootstrap information) plus any files initially placed on 
the volume (fnode file, volume free space map file, free fnodes map file, bad blocks file) 
are allocated. Space is also reserved for the R?SA VE and R?SECONDSTAGE files if 
they are selected during formatting. 

A.4.4 Fnode 2 (Free Fnodes Map File) 

The third fnode, fnode 2, describes the free fnodes map file. The TYPE field of fnode 2 is 
set to Ff$FNODEMAP to designate the file as such. 

The free fnodes map file keeps track of all the fnodes in the fnodes file. It is a bit map in 
which each bit represents an fnode. If a bit in the map is set to one, the corresponding 
fnode is not in use and does not represent an actual file. If a bit in the map is set to zero, 
the corresponding fnode already describes an existing file. The bits in the map correspond 
to fnodes such that bit n of byte m represents fnode number (8 * m) + n. The bits in the 
remaining space allocated to the map file (those that do not correspond to actual fnode 
structures) must be set to zero. 

When the volume is formatted, the free fnodes map file indicates that fnodes 0, 1, 2, 3, 4, 5, 
and 6 are in use. If either the RESERVE option or the MSABOOT option (iRMX II only) 
are selected when the volume is formatted, the map file also indicates fnode 7 is in use. If 
both options are selected, fnode 8 is also used. If other files are initially placed on the 
volume, the free fnodes map file must be set to indicate this as well. 

A.4.S Fnode 3 (Accounting File) 

When a volume is formatted, fnode 3 is set up representing a file of type Ff$ACCOUNT. 
The fnode is set up as allocated, and of the indicated type, but it does not assign any actual 
space for the file. 
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A.4.6 Fnode 4 (Bad Blocks Map File) 

The fifth fnode, fnode 4, contains a map of all the bad blocks on the volume. The TYPE 
field of fnode 4 is set to Ff$BADBLOCK to indicate this. 

The bad block map file keeps track of all the bad blocks on the volume. It is a bit map of 
the volume, in which each bit represents one volume block (a block of space whose size is 
the same as the volume granularity). If a bit in the map is set to zero, the corresponding 
volume block has no bad blocks and may be allocated to any file. If a bit in the map is set 
to one, the corresponding volume block is bad. If a block is marked "bad," it must also be 
marked allocated in the volume free space file. The bits of the map correspond to volume 
blocks such that bit n of byte m represents volume block (8 * m) + n. 

A.4.7 Fnode 5 (Volume Label File) 

This fnode contains the first 3328 bytes of any volume. The information in this file defines 
the volume as a whole. The TYPE field of this fnode is set to Ff$VLABEL. You cannot 
write to this fnode. 

A.4.8 Fnode 6 (Root Directory) 

The root directory is a special directory file. It is the root of the named file hierarchy for 
the volume. The iRMX Volume Label specifies the fnode number of the root directory. 
The root directory is its own parent. That is, the PARENT field of its fnode specifies its 
own fnode number. 

The root directory (and all directory files) associates file names with fnode numbers. It 
consists of a number of entries that have the following structure: 

DECLARE 
DIR$ENTRY 

where: 

FNODE 

COMPONENT(14) 

STRUCTURE ( 
FNODE 
COMPONENT (14) 

WORD, 
BYTE) ; 

Fnode number of a file listed in the directory. 

A string of ASCII characters that is the final component of the path 
name identifying the file. This string is left justified and null padded 
to 14 characters. 

When a file is deleted, its fnode number in the directory entry is set to zero. 

A-IS Disk Verification 



STRUCTURE OF A NAMED VOLUME 

A.4.9 Fnodes 7 and 8 (R?SECONDSTAGE and R?SAVE) 

These fnodes mayor may not be reserved depending on whether the RESERVE and 
MSABOOT (iRMX II only) options are used during formatting. If both options are used, 
the R?SECONDSTAGE file is placed in fnode 7 and the R?SAVE file is placed in fnode 8. 
If only RESERVE is used, R?SA VE is placed in fnode 7 and fnode 8 remains unallocated. 
If only MSABOOT (iRMX II only) is used, R?SECONDSTAGE is placed in fnode 7 and 
fnode 8 remains unallocated. If neither option is used, both fnode 7 and fnode 8 remain 
unallocated. 

A.4.9.1 R?SECONDSTAGE 

R?SECONDSTAGE is a file which may be optionally created by the MSABOOT option of 
the FORMAT command. R?SECONDSTAGE is the second stage bootloader for systems 
that conform to the MULTIBUS II System Architecture (MSA) specification. 
R?SECONDSTAGE is created at the end of the volume. However, if the RESERVE 
option is also specified, R?SECONDSTAGE will be placed in the volume blocks 
immediately preceeding R?SA YE. (The fnode for the R?SECONDSTAGE file is 
allocated out of the fnodes reserved through the FILES parameter of the FO RMA T 
command.) 

A.4.9.2 R?SAVE 

R?SA VE is a file which may be optionally created by the RESERVE option of the 
FORMAT command. The FORMAT command creates a file named R?SA VE, which 
contains the duplicate volume label, in the innermost track of the volume. A copy of the 
iRMX volume label is placed at the physical end of the file and an fnode is allocated for 
R ?SA VE in the fnode file. (The fnode for the R ?SA VE file is allocated out of the fnodes 
reserved through the FILES parameter of the FORMAT command.) 

The FORMAT command creates a backup of the fnode file in its initialized state. 
R?SA VE is not subsequently updated as files are written to or deleted from the volume. 
Therefore, you will have to use the BACKUPFNODES Disk Verification Utility command 
or the BACKUP option of the Human Interface SHUTDOWN command to back up the 
fnode file at regular intervals. 

A.4.10 Other Fnodes 

When formatting a volume, no other fnodes in the fnode file represent actual files. The 
remaining fnodes must have bit zero (allocation status) set to zero. 
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A.S LONG AND SHORT FILES 

A file on a volume is not necessarily one contiguous string of bytes. In many cases, it 
consists of several blocks of data scattered throughout the volume. The fnode for the file 
indicates the locations and sizes of these blocks in one of two ways, as short files or as long 
files. 

A.S.1 Short Files 

If the file consists of eight or less distinct blocks of data, its fnode can specify it as a short 
file. The fnode for a short file has bit 1 of the FLAGS field set to zero. This indicates to 
the I/O System that the PTR structures of the fnode identify the actual data blocks that 
make up the file. Figure A-2 illustrates an fnode for a short file. Decimal numbers are 
used in the figure for clarity. 
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Label and 
Bootstrap 

Information 

. . . 

fnode 8 

~ 

TOTAL$SIZE 

8000 

TOTAL$BLKS 

THIS$SIZE 

8192 

Volume 

Data Block 

Data Block 

Data Block 

fnode Rle Volume Granularity = 1024 

Figure A-2. Short File Fnode 

As you can see in Figure A-2, fnode 8 identifies the short file. The file consists of three 
distinct data blocks. Three PTR structures give the locations of the data blocks. The 
NUM$BLOCKS field of each PTR structure gives the length of the data block (in volume 
blocks), and the BLK$PTR field points to the first volume block of the data block. 

W-0994 
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The other fields shown in Figure A-2 include TOTAL$BLKS, THIS$SIZE, and 
TOTAL$SIZE. The TOTAL$BLKS field specifies the number of volume blocks allocated 
to the file, which in this case is eight. This equals the sum of NUM$BLOCKS values (3 + 
2 + 3), since short files use all allocated space as data space. 

The THIS$SIZE field specifies the number of bytes of data space allocated to the file. This 
is the sum of the NUM$BLOCKS values (3 + 2 + 3) multiplied by the volume granularity 
(1024) and equals 8192. 

The TOTAL$SIZE field specifies the number of bytes of data space that the file occupies 
(designated in Figure A-2 by the shaded area). As you can see, the file does not occupy all 
the space allocated for it, so the TOTAL$SIZE value (8000) is not as large as the 
THIS$SIZE value. 

A.S.2 Long Files 

If the file consists of more than eight distinct blocks of data, its fnode must specify it as a 
long file. The fnode for a long file has bit 1 of the FLAGS field set to one. This tells the 
I/O System that the PTR structures of the fnode identify indirect blocks. The indirect 
blocks identify the actual data blocks that make up the file. 

Each indirect block contains a number of indirect pointers, which are structures similar to 
the PTR structures. However, an indirect block can contain more than eight structures and 
thus can point to more than eight data blocks. In fact, an indirect block can consist of more 
than one volume block; however, all volume blocks of an indirect block must be contiguous. 
The structure of each indirect pointer is as follows: 

DEClARE 
IND$PTR STRUCTURE( 

NBLOCKS 
BLK$PTR 

BYTE, 
BLOCK$NUM) ; 

where: 

NBLOCKS 

BLK$PTR 

Number of volume blocks in the data block. 

A 24-bit volume block number of the first volume block in the data 
block. Volume blocks are numbered sequentially throughout the 
volume, starting with the block with the smallest address (block 0). 

The operating system determines how many indirect pointers there are in an indirect block 
by comparing the NBLOCKS fields of the indirect pointers with the NUM$BLOCKS field 
of the fnode. It assumes that the indirect block contains as many pointers as necessary for 
the sum of the NBLOCKS fields to equal the NUM$BLOCKS field. 
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Because indirect blocks can span several volume blocks, any utility that uses indirect blocks 
must determine if an indirect block consists of more than one volume block. To do this, 
the utility should do the following: 

1. Read the volume block pointed to by the BLK$PTR field in the fnode's POINTR 
structure. BLK$PTR points to the beginning of a volume block containing all or the 
first part of an indirect block. 

2. If the sum of all NBLOCKS fields in the volume block is less than NUM$BLOCKS, 
the indirect block continues into the next contiguous volume block. The utility must 
read and process the next volume block. 

3. Add the NBLOCKS values in the new volume block to the sum of all previous 
NBLOCKS. When the sum of the NBLOCK values equals NUM$BLOCKS you 
have reached the end of the indirect block. If necessary, continue reading volume 
blocks and summing NBLOCKS values until the sum of the NBLOCKS values equals 
NUM$BLOCKS. The utility may have to read several volume blocks before finding 
the end of the indirect block. 

Figure A-3 illustrates an fnode for a long file. Decimal numbers are used in the figure for 
clarity. 
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Label and 
Bootstrap 

Information 

fnode 9 

~ 

TOTAL$SIZE -----------
• • • 20300 

TOTAL$BLKS 

THIS$SIZE 

20480 

fnode Rle 

Volume 

Figure A-3. Long File Fnode 

Volume Granularity = 1024 

W-0995 

As you can see in Figure A-3, fnode 9 identifies the long file. The actual file consists of 
nine distinct data blocks. One PTR structure and an indirect block give the locations of the 
data blocks. The NUM$BLOCKS field of the PTR structure contains the number of 
volume blocks pointed to by the indirect block. The BLK$PTR field points to the first 
volume block of the indirect block. 
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In the indirect block, each NBLOCKS field gives the length of an individual data block, and 
each BLK$PTR field points to the first volume block of a data block. 

Figure A-3 also lists the TOTAL$BLKS, THIS$SIZE, and TOTAL$SIZE values, which are 
more complex than for a short file. The TOTAL$BLKS field specifies the number of 
volume blocks allocated to the file, which in this case is 21. Of these 21,20 are used for 
actual data storage and 1 is used for the indirect block. 

The THIS$SIZE field specifies the number of bytes of data space allocated to the file, and 
does not include the size of the indirect block. This size is equal to the NUM$BLOCKS 
value (20) or the sum of NBLOCKS values in the indirect block (2 + 1 + 2 + 3 + 2 + 3 + 
3 + 2 + 2 = 20) multiplied by the volume granularity (1024) and equals 20480. 

The TOTAUSIZE field specifies the number of bytes of data space that the file currently 
occupies (designated in Figure A-3 by the shaded areas). As you can see, the file does not 
occupy all the space allocated for it, so the TOTAL$SIZE value (20300) is not as large as 
the THIS$SIZE value. 
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A.6 FLEXIBLE DISKETTE FORMATS 

The flexible diskette device drivers supplied with the iRMX I and iRMX II Basic I/O 
Systems can support several diskette characteristics, listed in Tables A-I and A-2. 

Table A-I. 8-Inch Diskette Characteristics 

Sector Sectors Device Size (in bytes) 
Size Density per Track Format One-Sided Two-Sided 

128 Single 26 Standard 256256 512512 
256 Single 15 Standard 295168 590848 
512 Single 8 Standard 314880 630272 
1024 Single 4 Standard 315392 630784 

256 Double 26 Standard 509184 1021696 
512 Double 15 Standard 587264 1177600 
1024 Double 8 Standard 626688 1255424 

Table A-2. 5 1/4-Inch Diskette Characteristics 

Device Size (in bytes) 
Sector Sectors One-Sided Two-Sided 
Size Density per Track Format 40 Tracks 80 Tracks 40 Tracks 80 Tracks 

128 Single 16 Standard 81920 163840 163840 327680 
256 Single 9 Standard 91904 184064 184064 368384 
512 Single 4 Standard 81920 163840 163840 327680 
1024 Single 2 Standard 81920 163840 163840 327680 

256 Double 16 Standard 1617921 325632 325632 653312 
512 Double 8 Standard 1617921 325632 325632 653312 
512 Double 9 Uniform - - 368640 --
1024 Double 4 Standard 1617921 325632 325632 653312 
512 Quad * 15 Uniform - - - 1228800 

* Only supported in the iRMX® II Operating System. 

For compatibility with ECMA (European Computer Manufacturers Association) and ISO 
(International Organization for Standardization), the iRMX device drivers, when called by 
the Human Interface FORMAT command, can format the beginning tracks of all flexible 
diskettes in the same way. A configuration option for each driver enables you to specify 
the following: 

• For aIlS 1/4-inch and 8-inch flexible diskettes, the device drivers format track 0 of side 
o with single-density, I28-byte sectors, with an interleave factor of 1. 
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• For 8-inch, double-sided, double-density flexible diskettes, the device drivers format 
track ° of side 1 with double-density, 256-byte sectors. 

The iRMX device drivers map the sectors on these beginning tracks into blocks of device 
granularity size so that the Basic I/O System and the Bootstrap Loader can treat flexible 
diskettes as if they contained a contiguous string of blocks, all of the same size. 

However, this mapping is not exact when you use 8-inch, double-sided, double-density 
diskettes and specify a device granularity of 512 or 1024. A problem arises because there 
are 26 128-byte sectors in a track, which is not an integral mapping for device granularities 
of 512 or 1024. Thus, the device driver combines the leftover 128-byte sectors of track 0, 
side ° with the first sectors of track 0, side 1 to make a block of device granularity size. 
This continues throughout track 0, side 1, but the same problem occurs with the last 256-
byte sectors of track 0, side 1; not enough sectors are available to make a block of device 
granularity size. 

When the device driver tries to combine these leftover sectors of track 0, side 1 with the 
first sectors of track 1, side 0, it finds that the sectors of track 1, side ° are already of device 
granularity size. Therefore, since the device driver cannot access partial sectors, it is left 
with one block (the leftover sectors of track 0, side 1) that is less than device granularity 
size. When the device granularity is 512, this small block is block 19; when the device 
granularity is 1024, it is block 9. 

If nothing is done to exclude this smaller-than-normal block from use, the device driver will 
treat this block as a normal block, assuming it is of device granularity size. Thus, if you try 
to write information to that block, the driver will attempt to write an entire device 
granularity block of information into a block that is much smaller, thereby losing data. 

To prevent this situation, the Human Interface FORMAT command automatically 
declares this smaller-than-normal block as allocated in the volume free space map when it 
formats the volume. This prevents the Basic I/O System from ever writing information 
into this block. If you write your own formatting utility, you should also declare this block 
as allocated. 
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